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+++ Objective

The purpose of this document is to provide a tutorial for installation IBM Tivoli Composite
Application Manager (ITCAM) for Applications 7.3 in a Windows 7 machine.

The overall objective is to have ITM and ITCAM services monitoring MQ queue managers in
Windows and in Linux, and additional tutorials will provide steps for other components.

In order to keep the overall scenario as simple as possible, only the most essential
components will be installed. Therefore, this tutorial does not show other ITCAM
components; of course, if you need those ITCAM components, then you can go ahead and
install/configure them.

These are the chapters:

Chapter 1 provides the details on how to download the software from IBM Passport
Advantage.

Chapter 2: describes how to install the ITCAM agents
These are the components that are installed:
WebSphere MQ Configuration Agent
WebSphere MQ Monitoring Agent
Chapter 3: Creating a local MQ Monitoring Agent for a queue manager in Windows

Chapter 4: Using the TEP Desktop GUI to monitor the queue manager via the agent

Chapter 5: Creating a remote MQ Monitoring Agent for a remote queue manager in Linux


http://www.ibm.com/support/docview.wss?uid=swg27048600
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+ Set of tutorials and webinar

http://www.ibm.com/support/docview.wss?uid=swg27048598
Installation of ITM 6.0.3.2 in Windows to monitor MQ queue managers
IBM Techdoc: 7048598

First tutorial in the series.

http://www.ibm.com/support/docview.wss?uid=swg27048600

Installation of ITCAM Agents 7.3 in Windows to monitor MQ queue managers
IBM Techdoc: 7048600

Second tutorial in the series.

http://www.ibm.com/support/docview.wss?uid=swg27048601
Installation of ITM Agents 6.0.3.2 and ITCAM MQ Agents 7.3 in Linux
IBM Techdoc: 7048601

Third tutorial in the series.

http://www.ibm.com/support/docview.wss?uid=swg27048602
ITM and ITCAM - summary of commands for monitoring MQ queue managers
IBM Techdoc: 7048602

Webinar:

http://www.ibm.com/support/docview.wss?uid=swg27048572

Using ITCAM to monitor MQ queue managers in Linux and Windows

Abstract

This WebSphere Support Technical Exchange is designed to present an introduction on basic
installation of IBM Tivoli Monitoring (ITM) and IBM Tivoli Composite Application Manager
(ITCAM) Agents for WebSphere Messaging to monitor MQ queue managers in Linux and
Windows.

Level of Difficulty: Beginner

+ Reference

The Tivoli monitoring agents for MQ are at version 7.3, but they are described in the
following online manual (7.2.1.1).

At the time of writing this techdoc, there was no online manual for 7.3.

https://www.ibm.com/support/knowledgecenter/SS3JRN 7.2.1.1/com.ibm.itcama.doc 7.2

.1.1/welcome_apps7211.html?lang=en
IBM Tivoli Composite Application Manager for Applications, Version 7.2.1.1
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+++ Chapter 1: Downloading the software
+++++++H A

Visit IBM Passport Advantage to download the software

There are many components to choose from.

For the basic configuration described in this document, only 1 component was downloaded
from IBM Passport Advantage into the local Windows PC.

IBM Tivoli Composite Application Manager Agents for WebSphere Messaging 7.3 Fixpack 1
Multiplatform English (CN6ROEN )

File: ITCAM_AGENTS_WS_MSG_7.3_MF.tar.gz

Size: 2,920MB

The location in the local machine is:
C:\downloads\ITCAM73
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+++ Chapter 2: Installing the ITCAM agents

S o L O o o o o S o O o S T o S o o S O T O T o S

Login to the Windows PC as an Administrator.

Go to the location where the code was downloaded.
C:\downloads\ITCAM73

Unzip the file.
Go to the WINDOWS subdirectory:
Launch the installation wizard by double-clicking the setup.exe file in the \WINDOWS

subdirectory

You must do "right click” and select: Run as Administrator
Otherwise, you will get error that you must run it as an administrator.

open
® Run as administrator
pen wi tPa
Troubleshoot compatibility ]
. Run with graphics processor ’
Organize| — .
ﬁ Edit with Notepad++ |
Name Scan for Viruses... F
1 KULW = Zip and Share (WinZip Express)
W1 KULW 2 WinZip |
3 KULW v Convert with Wondershare Video Converter
. W Burn with Wondershare Video Converter
B4 kum B Scan with Malwarebytes Anti-Malware
E:'} KUM Restore previous versions
EJ KuM Send to vl
Bl KUM 3
% Symantec Encryption Desktop 4
KUXW
Cut
W3 KUXV czpy
D Kuxv)
Create shortcut
[m]) Kuxv
Delete
0 READ Rename
e TSP 1
| setup.exe UIOI 0TS
SETTTI — 09/05/2013 «

You will see the Welcome installation screen and the licensing agreement.
Follow the prompts.
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You will see:

BB Tivol Enterprize Monitoring Agents - TEMA
--|:| Tivoli Enterprize Monitoring Server - TEMS
i+ Tivali Enterprise Portal Server - TEPS
-] TEP Desktop Client - TEPD

From the Select Features screen select the following:

(*) Tivoli Enterprise Monitoring Agents - TEMA
(*) 32/64 Bit Agent Compatibility Package (x86-64 only)
(*) Tivoli Enterprise Monitoring Agent Framework
(*) Tivoli Enterprise Monitoring Agent Framework (x86-64 only)
( ) WebSphere MQ Configuration Agent (NOTE: this is 32-bit)
(*) WebSphere MQ Configuration Agent (x86-64 only)

) WebSphere MQ Monitoring Agent (NOTE: this is 32-bit)

) WebSphere MQ Monitoring Agent (x86-64 only)

) WebSphere Message Broker Monitoring Agent

) WebSphere Message Broker Monitoring Agent (x86-64 only)

(
(*

(
(
(*) Tivoli Enterprise Services User Interface Extensions
(*) Tivoli Enterprise Monitoring Server - TEMS

(*) WebSphere MQ Configuration Agent
(*) WebSphere MQ Monitoring Agent

( ) WebSphere Message Broker Monitoring Agent
(*) Tivoli Enterprise Portal Server - TEPS

(*) WebSphere MQ Configuration Agent

(*) WebSphere MQ Monitoring Agent

( ) WebSphere Message Broker Monitoring Agent
(*) TEP Desktop Client - TEPD

(*) WebSphere MQ Configuration Agent

(*) WebSphere MQ Monitoring Agent

( ) WebSphere Message Broker Monitoring Agent

=-v| Tivoli Enterprise Monitoring Agents - TEMA, -
32/64 Bit Agent Compatibility Pack age [x86-64 only)
Tivol Enterprise Monitoring Agent Framework
Tivol Enterprise Monitoring Agent Framework [x86-64 | =
[ J'webSphere MO Configuration Agent
‘WebSphere MO Configuration Agent [x86-64 anly]
[1'w/ebSphere MO Monitoring Agent
‘WebSphere MO Monitoring Agent [x86-64 only)
[TwebSphere Message Broker Monitoring Agent
[JwebSphere Message Broker Monitoring &agent (x86-64
Tivol Enterprise Services User Interface Extensions

—|-¥! Tivoli Enterprise Monitoring Server - TEMS -

4 o }
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E| Tivoli Enterprise Monitoring Server - TEMS P
- ~M'webSphere MO Configuration Agent

~MWebSphere MO Monitoring Agent

5 M ‘W/ebSphere Message Broker Monitoring Agent
E| Tivol Enterprise Portal Server - TEPS

- [WIwebSphere MO Configuration Agent

: [ I'webSphere Message Broker Monitoring Agent
=¥ TEP Desktop Client - TEPD

<]
@
(=
W@
=)
=
@
@
=
2
0
(=]
=
=
<
w
=
=]
=
I-
(=]
1]
=
m

<4 |

E

| »
Continue with the prompts.

In the screen for Agent Deployment, select the items that were selected previously:

Select the agents to configure for remote deployment.

: 32764 Bit Agent Compatibility Package [#B6-64 only)

5 w|'WebSphere MQ Configuration Agent [x86-64 only)

5 [|webSphere MO Configuration Agent

5 w|'wWebSphere MQ Monitoring Agent [x86-64 only)

[J WebSphere MG Monitoring Agent

~[]'WebSphere Message Broker Monitoring Agent [x86-64 only)
~[IwebSphere Message Broker Monitoring Agent
:

Tivol Enterprise Services User Interface Extensions

You will see the list of items to be installed.
Proceed with the installation.

| used the fully qualified domain name for the host:
ip-9-30-145-168.svl.ibm.com

TEPS Hostname

Enter requested infarmation

Haost name af the maching where TEP Server resides

ip-9-30-145-168. 2+l ibr. con
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Continue with the prompts.

Accept the default for
(*) On this computer

TEMS Location

(® On this computer

Accept the option " (*) New " and click OK:
Select the i

Component | Application support file | \ers
3 k.t:f.31:||

kcf_upag.sql
“WebSphere MO Monitoring Agent kmaq.sql

I_ Skip self-describing mode seeding status check and force application support seeding.

— Detault distribution list settings

Choose one of the following options to add or update the situation distribution definition to include th

(" All - This option adds the default managed system groups to all the applicable situations. Note H
wou might need to manually define the distribution in the Tivoli Enterprise Portal due to the speci

{” None - The default managed system group is not added to any situation.

(® New - This option adds the default managed system groups to all applicable situations from the
that not all situations have the default managed group setting. For some, you might need to mar
specific content of the agent support package. Modifications are not made to managed system

oK | Select Al
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Click OK at the Protocols window:

Configuration Defaults for Connecting to a TEMS

— Primamy TEMS Connection —advanced setting:
Protocal 1: |IF.FIPE -l | IPuDP|

Protocal 2 IIF'.UDF' 'l
Hostname or IP Address 9.30.145.168

Pratocaol 3: I ‘l —

Pratocal 4 lﬁ IRe alber I‘I "8

Pratocaol & I j‘ Common for IP.FIPE and IPSPIFE——————

Pratacal & I j‘ [~ Connection must pass through firewall

— Entry Option: I~ address Translation Used
" Use case as typed _
MAT Settings I
' Convert ta UpPEr case

[~ Optional Secondary TEMS Connection

Configure Secondary TEMS Connection | I 1] I I Cancel |

Wait until the installation finishes

Composite Applic Manager Agents for WebSphere Messaging - InstallShield Wizarc

InstallShield Wizard Complete

Notice 2 new items in "Manage Tivoli Enterprise Monitoring Services":
WebSphere MQ Monitoring Agent
WebSphere MQ Configuration Agent

a Ianage Tivali Enterprise Monitoring Services - TEMS Made - [Local Computet]
Actions  Options  Wiew Windows Help

snol & A 2

Service/Application Task/SubSyst., | Configured Configurati

Tiwvali Enterprize Partal Browsser Yes M2, MAA
% Tivoli Enterprise Portal Desktap Yes M/A, MAA
}“E{) Tivoli Enterprise Portal Server R SRy Yes (TEMS)  Started up-to-date Auto
Fe® Manitoring Agent for Windows 05 Primary es (TEME)  Started up-to-date Ao
[; 5__9 WebSphere MO Monitoring Agent Primary “es (TEMS)  Stoppe up-to-date Ao
A =2 yieb Sphere MQ Configuration Agent Primary Wes (TEMS) Startedj up-to-date Auto
& Agentless Monitonng far Linux O Ternplate M/A,
& Agentless Monitoring for Windaws 0% Ternplate MR,

XD Tivoli Enterprise Monitoring Server TEMS1 Yes Started up-to-date Ao
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+++ Chapter 3: Creating a local MQ Monitoring Agent for a queue manager in Windows
+++++++H A

In this Windows host that has the TEMS, there is a local MQ queue manager called QM_WIN1
and it is listening at port 1414.
Let's create a dedicated instance of the MQ Monitoring Agent for this queue manager.

Note: To create an MQ Monitoring Agent for a queue manager located in a remote box, see
Chapter 5 of this techdoc.

Start the TEP Desktop.
See Chapter 4 of the related techdoc on installing ITM:
Chapter 4: Starting the Tivoli Enterprise Portal GUI

From the left panel, expand the view and click on "Agent Management Services".
Notice that on the right panel, "Agent Management Status” you will see:
WebSphere MQ Monitoring Agent
WebSphere MQ Configuration Agent

|;| Agent Management Sepvices - IP-9-30-145-168 - Sy SADMIN
File Edit “iew Help

@ - Db B@A&E8 0/ ® S EYD QEEGHEODEVE 2 B @
= Havigator 2 0= 7] Agents’ Management Status
e |F'h\,rsical - -q Eﬂ? = Agent Mame
Enterprise

Agentless dManitaring far Linux Operating Systems

B IS Windows Systems Agentless Monitaring for Windows Operating Systams

& G 1P-8-30-145-168 Maonitoring Agent far Windows 05

= [& windows 0F Proxy Agent Services Watchdog

Q Lisk WehSphere M2 Configuration Agent

Q Enterprise Services WehSphere M2 Monitoring Agent

Q Memary
Q Metwark
Q Printer

Q Process

Q Processar

Q System E Agents' Alerts

L] [agent Management Services] ~ Timastamp Alart Massage
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From the Manage Tivoli Enterprise Monitoring Services, select:
WebSphere MQ Monitoring Agent
right click and select "Create Instance ..."

3 tdanage Tivoli Enterprise Monitoring Services - TEMS Mode - [Local Computer]
Actions  Options  Wiew Windows Help

Elslol &l & 2

Service/&pplication ITaskf'SubSyst... I Configured | Sta
o2 Eclipse Help Server HELPEWR es Sta
Ti\.-'oli Erterprise Portal Browser Yes
Ti\.foli Erterprise Portal Desktop Yes
%E{) Tiwoli Enterprise Portal Server KFuir SRy Yes (TEMS)  Sta
L= g e e o Prirnary Yes (TEMS)  Sta
= 3 onitaring Agent Start
BT L A —— AT G et
& Agentless Manitoring for Linux 0S Stop
& Agentless Manitoring for Windows 03 Recycle

D Tivoli Erterprise Monitoring Server
Change Startup..,

Change Startup Parrms...
Set Defaults For All Agents..,

Configure Using Defaults

Create Instance...

Provide the instance name. In this example it is:
QM_WIN1

WebSphere MO Monitoring Agent
Instance Name:
IQM_WIN1|
| ak I Cancel

Notice that a new entry is added:

Sl WU CTILETpTIE FUTLdl LEsELUp TEX 1=

e D APTTETE T T Ll

Fhe yehSohere MO Confiauration Agent

“es (TERS)

Prirmars Started un-to-date

We need to configure it now.

Iy =
%E{,‘i Tiwvoli Enterprise Portal Server KR SR Yes (TEMS)  Started up-to-date St
= == - T L T { =y L L ERERILLI L P ] ITI;IIICII_"‘ IEJW -\.'!LCIILELI; WLl l.r:u:.l.
PN WiehSphere MO Manitaring Agent CifA_WIM 1
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Notice that the new entry for QM_WIN1 has the following values:
Column: Configured  Value: No
Column: Configuration Value: N/A

From Tivoli Enterprise Monitoring Services, right-click WebSphere MQ Monitoring Agent and
select Configure Using Defaults

#5 B 1ol Enterprise Hortal »erver [T A Yes [ TEN)
ZH =2 tonitoring Agent for Windows 05 Prirnary Yes (TERS)
iy iteh I:'FI here b4 I:_I M onitorima foant Tk TR Pl -

@ =2 WebhSphere MO Monito Start RS

Fh =2 viteh Sphere MO Config Stop M3

& Agentless Monitaring fo Flecvc|e
& Agentless Monitaring fo ;

L) Tivoli Enterprise Monito Change Startup...

Change Startup Parms..,

Set Defaults For All Agents...

| Configure Using Defaults I

Create Bulti-instance...

You are prompted to edit the agent’s .cfg file. (The primary agent’s file is named mq.cfg.)

WebSphere MO Monitoring Agent ER

4 "‘-.I Do youwant to update the file rmg_QM_WINLcfg prior to configuration
W' of WebSphere MO Monitoring Agent,

Click Yes

WiebSphere MO Monitoring Sgent IEI

I.-f"_"‘-.l Configuration will wait for you to close the Notepad edit session before

W' continuing,
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A Notepad session opens for the corresponding cfg file:
C:AIBMAITM\TMAITM6_x64\mq_QM_WIN1.cfg

Supply the WebSphere MQ queue manager name in the MANAGER NAME() and MGRNAME()
parameters of the .cfg file.
In this case it is: QM_WIN1

WARNING!! Do NOT enclose the name within quotes! This will cause runtime errors!
You will need to add a statement for SET AGENT and provide the name of the host.

The SET AGENT is useful to refine the identification of a queue manager.
It is not necessary in all cases, but it is a good idea to set it always.

But it is needed in 2 situations:

- When working with multi-instance queue managers.

- When doing remote monitoring.

+ begin changes

SET MANAGER NAME(QM_WIN1)

SET QUEUE NAME(*) MGRNAME(QM_WIN1) QDEFTYPE(PREDEFINED)
SET CHANNEL NAME(*) MGRNAME(QM_WIN1)

SET AGENT NAME(9.30.145.168)

+ end changes

Save and exit the Notepad session.
Click Yes at the next prompt to continue.

WebSphere MO Monitoring Agent E3

I -~ | The ma_QM_WIN1.cfg edit session is complete, Press Yes to configure
"' the agent. Press Mo to skip configuration of the agent.

You are returned to the Tivoli Enterprise Monitoring Services window.
This completes the initial configuration, and the agent is ready to be started.
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Notice that the new entry for QM_WIN1 has the following values:
Column: Configured  Value: Yes(TEMS)
Column: Configuration Value: up-to-date

ﬁ Manage Tivoli Enterprise Maonitaring Services - TEMS Mode - [Local Camputer]

Dptions  Wiew Mindows Help

E[5lo] & & 2

ServicefApplication I Task/SubSyst., | Configured I Status I Configurati..,

Fhas Eclipse Help Server HELPSWR Yes Started up-to-date
Ti\.-'u:uli Enterprise Portal Browwser Yes M2
Ti\.-'u:uli Enterprise Portal Desktop Yes M2

}{‘B} T|~.-'|:|I| Enterprlse Portal Sewer KFWSF{‘u" Yes ILTEMS:I Started up-to-date

il M ebSphere MO Maonitoring &gent [ lr AWML Yes (TEMS)  Stoppec up-to-date

P | | - -
VRS LT T A SSLCTTG

[ i~ .
oy’ | [ g o Celmm g my =gy oo LU alE

Start the instance:

iEl,flﬂ:iTh.ﬂ:ull Enterprlse Partal Sewer KP4 SRY Yes (TEMS)  Started
: Wes (TEME)  Started

L ELL] L l'IIIIIﬂI_'r’

Agent kWML

phere 1"l l:unltl:urlng qent Hrirmary

e Wehiphere MO Configuration Agent Prirmary
& Agentless Monitoring for Linux O35 Termplate

L fhcnbocs bdmmidavimm Fae U e A mae 110 Teavmmdata

Recycle

If the start is successful (no errors were encountered), then the status will be updated to

A == IVIORITOFIRG AGQENT TOF YWInG oS L Frirnary FES | IEIVID)  getoiei e
%" Wiebsphere MO Monitoring 2gent QA YT YWes (TERE]  Started

@ =2 WehSphere b0 Monitoring Lgent Prirnary Yes (TERS) opped
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+++ Chapter 4: Using the TEP Desktop GUI to monitor the queue manager via the agent
++++++++++++ AR

Start the TEP Desktop.
Notice that there is now an entry under the host and it is for:
MQSERIES - QM_WIN1

Enterprise Status - IP-0-30-145-168 - SYSADRIMN
Eile Edit “iew Help

Db B280380F

ﬁ Havigator
YWiew: \Physical
[

= 5 windows Systerns
CELIP-0-30-145- 168
MQSERIES - QM_wiN1 |
wWindows 05

- -

Expand it and select "Queue Manager Status”

; Queue Manager Status - IP-0-30-145-168 - SYSADIM
File Edit “iew Help

@-0-|0H BA2080R | 0+ED ILAECHDHERAVNECEaL0@EB |
=& Havigator 2 0B [0 Gueue Summany
view: [Physical FHam||a
Hl Enterprize

= [ wWindows Systermns
=) G IP-9-30-145-188

= [@ MOSERIES - GM_WiIN1
2] channel Definftions
2] channel Performance
Q Cluster Queue Manager
Q Dead-Letter Queue Messages
[ ErrorLng

] Maseries Events
- i

Shemmmerets
] Application Accounting
] mal Statistics ]

QM_WINT

[ Punlish Subseribe 0 Channel Summary

Windows 08

a
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This is what the right side of the window shows:

o queue Sumnvary

=
i

Total Count
&0

OoLa pepth

Eronitored Queues

Oiocal queues

Bremote Queues

Oajias Queues

O ransmit Queves
OFredefined Queues

B Fermanent Dynamic Queues

a0

E Temporany Dynamic Queues
Open Queues

W Humber Queues with High Depth

Btumber of Quaues Futinhibited

EHumber of Quauss GatInhibitad

aM_INA
_l channel Summary s 2 @M B O
Number of Channels Cactive channets
10 Minactive Channels
Hindoubt Channels
2 W 2ctive SenderChannels
Oinastive Sender Channels
8 D active ener Channels
Oinactive Server channels
a Mactive Receiver Channels
Einastive Receiver Channels
[ current Requesters
2 M inactive Requesters
B server connestions
o

And the bottom. Notice that the Status of the queue manager is: Active

! ) N —
== Physical

El Queue Manager Status
8 Qhgr N Host Qhdgr Host Start Cihlgr (JGikgr | DLG DLG hMonitored | Local | Remote | Alias | Transmit | Predefined
Mame MName Subsys | Jobname Date & Time Status || Type | Depth | Maximum | Queues | Queues | Queues | Queues | CUeUes Gueues
ﬁ AW IP-9-30-145-168 03016 12:32:2 Active |l~JT 1] 1] a4 45 1 1 1 45

S
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Let's do a quick and simple experiment: stop the queue manager and see what happens
within the context of the monitoring.

From the MQ Explorer in the box, stop the queue manager.
Then the MQ Explorer will show that the queue manager is now stopped:

\} [BMA YidebSphere MO Explorer (Installation)
Eile Edit Window Help

B3l MO Explarer - Navigator 52 €9 |0 7 = [ I
4 3 IBM WebSphere MO

= M3 Administered Ohjects
[= Managed File Transfer

Refresh the workspace in the TEP Desktop:

|;| Queue Manager status - IP-9-30-145-168 - SYSADMIMN
Eile Edit} ¥iew | Help

<::| + | = v Show Bavigator

v Taoaolhar
oo Havigati -

v Wiew Toolbars

v Status Bar

Enterpr
= [ win «*| Refresh Now

= g Refresh Every
=

Also let's contract the view.
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Notice that there is a red marker at the highest level:

Enterprise
... and that there is a red marker for:

Windows Systems
Q Queue Manager Status - IP-9-30-145-168 - SYSADMIN

Eile Edit “iew Help

@ - UE M@A&E & Y9

47 Mavigator

Yiew: |Physical

Enternrize
B [indows Bystems—T]
Il

Let's expand the "Windows Systems" and let's image for the moment that we had 10

different Windows hosts that were monitored.
We could see a red marker for the monitored host that had a "problem".

In this case:
IP-9-30-145-168

Q Queue Manager Status - IP-9-30-145-168 - SYSADRMIN
File Edit Wiew Help

@ - DA M@A=E8 9§F

|-—ﬂ‘;‘, Havigator

Wiewy |Physical

Enterprize

IP-9-30-145-168

Let's expand the affected host.
We will see the red marker for the item:

MQSERIES - QM_WIN1

ey

Enterprise
= B windows Systemns
= & |P-9-30-145-168

2 wWindows 05
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Let's expand the affected item.
Notice that there is a red marker at:
Queue Manager Status

] Enterprise
= B windows Systems
= & IP-5-20-145-168
= MGSERIES - Cib_WWIr1
Q Channel Definitions
Q Channel Performance
Q Cluster Qlueue Manager
Q Dead-Letter Queue Messages

Q Error Log
Q MioSeries Events

8. [aueue Manager Status]

Q Application Accounting
L) Mol Statistics
LI Publish Subscribe

[ windows 05

Scroll down in the TEP Desktop to see the bottom, and we will see that there is a red
marker at the column for:

Qmgr Status
Saying: QueueManager Not Available

E Queue Manager Status

e Host Cihdgr Hiost Start
Mame Mame Subsys | Jobhname | Date & Time

A | OW_WINY | IP-9-30-145-168 hfa

Cihdgr
Type

B Cidor

Status
QueueManager Hot Available

|':'|—|
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+++ Chapter 5: Creating a remote MQ Monitoring Agent for a remote queue manager in
Linux
++++++++++++++++H

In the Chapter 3 of this techdoc, the queue manager to be monitored was a "local” queue
manager to the TEMS, and needed a "local” MQ Monitoring Agent.

In this Chapter 5, the queue manager to be monitored is a "remote” queue manager to the
TEMS and there are no ITM Agents nor ITCAM Agents installed in that remote box.

Scenario:

Host RHEL1 is a Linux box but it does NOT have any components for ITM and ITCAM.

Is it possible to remote monitor from the TEMS in Windows, a remote queue manager called
QM80RHEL1 (port 1422) located in host RHEL1?

Answer:

Yes, it is necessary to define a Server-Connection channel in the queue manager and then
add a corresponding Client-Connection channel in a CCDT and make available the CCDT file
to the TEMS in Windows.

It is necessary to define a remote MQ Monitoring Agent for the queue manager.

+ References

http://www.ibm.com/support/knowledgecenter/en/SS3JRN 7.2.1/com.ibm.omegamon.me
s dist.doc 7.1/t setup eviron remote.html

Tivoli Composite Application Manager for Applications > Tivoli Composite Application
Manager for Applications 7.2.1 > WebSphere Message Broker Monitoring, WebSphere MQ
Monitoring, and WebSphere MQ Configuration agents > WebSphere MQ Monitoring Agent
User's Guide > Monitoring remote queue managers >

Setting up the environment for remote queue manager monitoring

http://www-01.ibm.com/support/docview.wss?uid=swg21503459
Remote monitoring multiple Queue Managers with ITM MQ agent

http://www-01.ibm.com/support/docview.wss?uid=swg21700672
Remote monitoring on the MQ Appliance environment



http://www-01.ibm.com/support/docview.wss?uid=swg21700672
http://www-01.ibm.com/support/docview.wss?uid=swg21503459
http://www.ibm.com/support/knowledgecenter/en/SS3JRN_7.2.1/com.ibm.omegamon.mes_dist.doc_7.1/t_setup_eviron_remote.html
http://www.ibm.com/support/knowledgecenter/en/SS3JRN_7.2.1/com.ibm.omegamon.mes_dist.doc_7.1/t_setup_eviron_remote.html
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++ Steps

Follow the directions mentioned in this techdoc in:
Chapter 3: Creating a local MQ Monitoring Agent for a queue manager in Windows

Specify the desired name of the queue manager: QM80RHEL1
A Notepad session opens for the corresponding cfg file:
C:\IBMAITM\TMAITM6_x64\mq_QM80RHEL1.cfg

Supply the WebSphere MQ queue manager name in the MANAGER NAME() and MGRNAME()
parameters of the .cfg file.
In this case it is: QM80RHEL1

WARNING!! Do NOT enclose the name within quotes! This will cause runtime errors!

There are 2 important differences with respect to the local agent configured in Chapter 3.
1) In the statement for SET MANAGER you MUST add: REMOTE(YES)

2) In the statement for SET AGENT you MUST provide the name of the Queue Manager (not
the name of the host).

+ begin changes

SET MANAGER NAME(QM80RHEL1) REMOTE(YES)

SET QUEUE NAME(*) MGRNAME(QM80RHEL1) QDEFTYPE(PREDEFINED)
SET CHANNEL NAME(*) MGRNAME(QM80RHEL1)

SET AGENT NAME(QM80RHEL1)

+ end changes

Save and exit the Notepad session.
Continue with the steps for the configuration of the agent.

After the agent is configured, do NOT start it yet!
Additional steps are necessary.

Notice that the userid "system” is going to be passed by ITM in Windows when contacting
the remote MQ queue manager in Linux.
You may get the following MQ errors in the remote Linux box:

08/28/2016 03:34:06 PM - Process(26276.20) User(mgm) Program(amqgrmppa)
Host(ip-9-30-145-118) Installation(Installation2)
VRMF(8.0.0.4) QMgr(QM80RHEL1)

AMQ9557: Queue Manager User ID initialization failed for 'system'.

EXPLANATION:

The call to initialize the User ID 'system'’ failed with CompCode 2 and Reason 2035.
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To avoid the above security error AMQ9557 (reason code 2035 MQRC_NOT_AUTHORIZED, in
the remote Linux box you can do several things.
Note: The main focus of this tutorial is on setting MQ for monitoring. The focus is not on all
the security aspects related to MQ remote access, thus, | am keeping it simple.
1) If your organization has already established standards for MQ remote access, then follow
them.
2) For test/development system, you could create the necessary userid and a mapping of
users.
2.a) As user root, you need to create a user id called "system” and add it to the group
"mgm”.

useradd -u 515 -g mgm -s /bin/bash -d /home/system -m system
2.b) Create a channel authentication record that maps the client user "system" to the MCA
user "'mgm”.

Create a server-connection channel.

Note:

The naming of the channel in this example is mostly used with MQ clusters.
Use the naming standards for you organization.

In the remote MQ queue manager (QM80RHEL1) in the Linux box.
Use runmgsc to define a Server-Connection channel:
DEFINE CHANNEL(TO.QM80RHEL1) CHLTYPE(SVRCONN) TRPTYPE(TCP)

Then, in the queue manager local (QM_WIN1) in the Windows box that has the TEMS, define
a Client-Connection channel, which will be added to the CCDT file for that queue manager:

DEFINE CHANNEL(TO.QM80RHEL1) CHLTYPE(CLNTCONN) TRPTYPE(TCP)
CONNAME('9.30.145.118(1422)") QMNAME(QM80RHEL1)

The CCDT file will be updated. It is located at:
C:\ProgramData\IBM\MQ\gmgrs\QM_WIN1\@ipcc>dir
08/28/2016 03:24 PM 4,204 AMQCLCHL.TAB
03/01/2016 01:32 PM 8 AMQRSYNA.DAT

Copy the CCDT file from the MQ queue manager to the ITM location:
C:AIBMAITM\TMAITM6_x64
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The command is a long one. Even though it may appear in 2 lines in this note, it is only 1
long line:

COPY C:\ProgramData\IBM\MQ\gmgrs\QM_WIN1\@ipcc\AMQCLCHL.TAB
C:AIBMAITM\TMAITM6_x64

Now a copy of the CCDT file resides at:
C:\IBM\ITM\TMAITM6_x64\AMQCLCHL.TAB

Now you can start the remote MQ Monitoring Agent from the TEMS Services GUI.

NEXT ACTION:

See the tutorial:
http://www.ibm.com/support/docview.wss?uid=swg27048601
Installation of ITM Agents 6.0.3.2 and ITCAM MQ Agents 7.3 in Linux
IBM Techdoc: 7048601

+++ end
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